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The first thing I want to say is that the high stakes genie is out of the bottle and we can’t put it back. There is a whole range of things that we could do politically, if all the uses made of test results weren’t high stakes. However, because the genie is out of the bottle, all tests become high stakes and the only question is whether we can design tests that are worth teaching to. Teachers, in high stakes settings, will teach to the test - that’s inevitable. The question is whether the consequences of teaching to the test are beneficial or not? And that is fundamentally a question of validity. I’ll say more about validity in a minute. I just want to provide you with a cautionary tale first of all. Figure 1 shows what happened in a district in America. In 1986, all students in fourth grade in this state took Test C and the average score of the students in this particular district was 4.2 - the students were functioning just above grade level. The district then changed the test to Test B and what was so shocking to policymakers in the district was that on this new test, their students were performing way below grade level - the district average was 3.6, so the students were performing significantly below grade level. However, over the subsequent years, the scores rose, until they again exceeded grade level. As part of an experiment, a team of researchers administered the original test (Test C) to students in the district, and the average score was just 3.6. So the effect of the increases had only been to increase the things that were tested. We’ve seen that in national curriculum at Key Stage 2. All the rises in achievement, achieved by students at the end of year six are not mirrored by achievements at the end of year seven. Most of the students who achieve level four at the end of Key Stage 2 can not achieve the same level six months later within Key Stage 3. So, constantly we see that the clearer you are about what you want, the more likely you are to get it, but the less likely it is to mean anything. We’ve seen that time and time again in high stake settings. We saw that with Railtrack where the publication of their punctuality statistics caused them to cancel trains that were running late. This is sometimes called Goodhart’s Law in Britain, and it’s called Campbell’s Law in America, but the principle is the same- where any performance indicator is used as an object of policy, it loses its ability to be a useful guide. So that’s the challenge we face.

Many people have touted teacher assessment as the solution to this problem of the narrowing of the curriculum through an undue emphasis on terminal tests. Using teacher assessment - whether in high stakes assessment or in low stakes assessment - is attractive because teacher assessment increases reliability. It does so because using teacher assessment has the effect of lengthening the test and it’s pretty much a given in measurement that the only way to increase the reliability of the test is to make it longer. Furthermore, teacher assessment can enhance validity, because, you can assess a whole range of things that you don’t test through traditional one and a half hour tests. At the moment, in Key Stage 2 and Key Stage 3, we’ve got teachers going through the national curriculum, looking at these different things and saying, ‘Well that’s going to be tested, so we’ll make sure we teach that. Design a survey? That’s not going to be tested, so we won’t spend any time on that.’ Designing a survey is not going to be tested in a one and a half hour test, so if the pressure is on for you to increase scores, then that’s one thing you know you can safely ignore, and my own research shows that teachers can predict what will and will not be tested. So teacher assessment, by covering more of the curriculum, gives you a chance to increase validity and it addresses an aspect of what is called construct under-representation by specialists in assessment - I’ll say a little bit more about that in a minute. However, involving teachers in the assessment also produces significant issues- -threats to validity if you like - that I think we sometimes rather romantically ignore in this country. Most people who worry about bias in teacher assessment worry that teachers will give high marks to their students, but there are more subtle issues here too. We know, for example, that teachers give higher scores for equivalent work to students they find more attractive. But the biggest problem with teacher assessment is not that teachers don’t give the right marks, it’s that teachers don’t ask the right questions. And if you want to see what a disaster teacher assessment can be, you need look no further than the United States. In the U.S. schools operate, what I call a ‘banking’ model of assessment. Typically, the teacher gives students a test after a three-week unit and each student receives a grade for the test or assignment that is entered by the teachers into a grade book, and, if you’re in high school, this contributes to your chance of getting into university. Many universities now no longer use the SAT. Instead, they rely on high school grades. The point is, that once you bank the ‘A’ you get to keep it. Even if you subsequently forget everything you ever knew about that topic, it’s banked. This is what led to a sketch on Saturday Night Live, - an American comedy programme - where a character called Father Guido Sarducci introduces the idea of the Five-Minute University. In five minutes, and for $20 - it sounds like a lot of money for five minutes - but in five minutes he guarantees to teach you everything the average American graduate remembers five years after graduation. In business, all the typical student remembers is that you buy stuff, and you sell it for more. After two years of Spanish, it’s “Como esta usted? Muy bien.” We shouldn’t laugh at this. Some research recently published showed that students in England, after five years of study, can, on average recall only seven words of French. The point is that without any kind of assessment at the end of the learning, what happens is that the teachers and the students conspire together to skim over the surface. That’s why you get what in America has been called a curriculum that’s a mile wide and an inch deep. Students don’t have an incentive to do any really deep learning. Instead, you skate over the surface and everybody feels good because the students can demonstrate this achievement in three weekly blocks. What they can’t do is synthesise it.

As a result of my experiences in the U.S., I am absolutely convinced that some kind of assessment at the end of the learning - that requires students to accumulate and to synthesize their knowledge - is absolutely essential. However, I’m also convinced that relying only assessment at the end of learning is equally disastrous because you can test only a small part of the curriculum. If we’re going to have tests worth teaching to, we have to have systems that are both cumulative and that are spread out over the whole learning sequence.

Earlier Paul Newton’s presentation focused on inferences that people make on the basis of test outcomes, and although he didn’t emphasize it, the shift of the focus from tests to inferences is crucial in thinking clearly about assessment. I want to make a rather bold claim here. If you take one thing away from my presentation, I hope that it is this: Validity is a property of inferences not of tests. So if you hear anybody saying, ‘Is this test valid?’ You should say, ‘That’s a meaningless question.’ It’s like asking, “Is the moon selfish?” That question has no meaning because selfishness is not a property of the moon and validity is not a property of tests. Validity is a property of inferences that are made on the basis of test outcomes. The same tests can be valid for one purpose and not another purpose. There is no such thing as a valid test. It may be more or less valid for one purpose, and more or less valid for another. A second, point, which is almost as important, is that validity is a unitary concept. The classic definition - agreed by almost all of the professionals working in the field now - is that validity is “an integrated, evaluative judgment of the degree to which empirical evidence and theoretical rationales support the adequacy and appropriateness of inferences and actions based on test scores or other modes of assessment.” This definition makes it clear that the crucial thing is whether you can find evidence to support the claims you want to make and that there is less evidence for any plausible rival claims. So when someone asks “Is this test valid?” the correct response is, “Tell me what you propose to conclude and I will tell you whether the evidence is available that allows you to conclude what you want to conclude.” This perspective on validity is very useful because it subsumes all the other things that we think are valuable in assessment. So, for example, there is no such thing as a biased test. A test tests what a test tests. For example, mental rotation of 3D solids, being able to rotate a shape mentally to see whether it matches another shape is a test on which males out perform females in almost every society. Is that test biased? No, males really are better at this than females. It is a biased inference if you then go on to conclude that, as a result of this difference, that males will make better mathematicians - that’s actually incorrect, - but it’s the inference, not the test, that is biased. Similarly, there’s no such thing as an unfair test. There’s no such thing as a fair test, because fairness is not a property of tests. Somewhat arrogantly perhaps, I regard this is a kind of Pons Asinorum for thinking about assessment. Pons Asinorum (Latin for The Bridge of Asses) is the name given to Euclid’s fifth proposition in book 1 of his Elements of Geometry (about the base angles of an isosceles triangle). It was thus termed because geometry was regarded as impossible for those who could not get over this first bridge. In the same way, I regard the idea of validity as a property of inferences, not of tests, as fundamental, and a pre-requisite for avoiding muddled thinking on assessment.

As I mentioned earlier, validity is not a yes/no phenomenon. Inferences are not valid or invalid. They are more or less valid, depending on the evidence for and against. There are three main categories of threats to validity, and I want to say a little about each of them.

The first is inadequate reliability. The key idea here is that reliability is a part of validity. People always talk about reliability and validity, but really reliability is part of validity because if the results of your assessments are unstable - if the scores the students get on a similar test tomorrow are different from what they got today, then any conclusions that you draw, on the basis of the test results, are likely to be invalid. You’re only measuring really how lucky the kids are, not how good they are. That was the method that Napoleon used to choose his generals, and look where that got him!

There are two important kinds of threats to validity, and unlike reliability, they are systematic rather than random. One is generally called construct-irrelevant variance, which is a rather complicated, but very precise term. If we give students a mathematics test with a very high reading demand, some of their differences in scores obtained by the students would reflect differences in mathematical capability, which is what we are interested in. In other words, some of the differences in students’ scores are caused by differences in the construct of interest (i.e., mathematics). On the other hand, some of the differences may be caused by differences in reading ability. A student may get a low score, not because he or she can’t do the mathematics, but because of an inability to read the question. If this is the case any inferences that you draw are likely to be invalidated because some of the variation in the scores (what statisticians call “variance”), is caused by things that are not related to the construct of interest. The problem of construct-irrelevant variance is a significant problem in most of our assessments because the assessment is, in some sense, too big, they assess things they shouldn’t assess.

The converse problem is equally serious - the problem of an assessment being in some sense too small - termed construct under-representation by assessment experts. If we are interested in our students’ competence in English, our existing assessments give us a very partial picture. Although we invariably test reading and writing, few of our assessments routinely assess speaking and listening because it’s difficult to do reliably, so we assess only what’s easy to assess. In a low-stakes setting, this may not matter too much, as scores on the tested aspects may be a good guide to what would have been achieved on the untested aspects of a subject. However, in a high-stakes setting, what becomes important are the aspects of a subject that are in fact tested. Once you put the assessment cart before the curriculum horse, you will end up putting the assessment people in charge and all they will do is test the things that they know how to test. So instead of having the idea of making the important things measurable, you’ll end up making the measurable things important. That’s why, if you want good assessments, you must never allow assessment people to be making those kinds of decisions. The really crucial thing, before you let the assessment experts in the door, is clear construct definition. What is it that we want to assess? If you have clarity about that, all the details of the assessment then become technical issues in which values have no place. Assessment construction is simply a technical issue. If, however, you are not clear about the construct of interest - which is of course an issue of values - then the assessment people are in charge of the values, and you are in real trouble.

Now as I said earlier, the challenge has been to design an assessment system that is distributed (so that evidence collection is not undertaken entirely at the end) and synoptic (so that learning has to accumulate). There are models that could do that. My personal belief is that we have to come up with integrated systems and I’ll tell you why. First of all, in a kind of perverse version of Gresham’s Law, I have discovered that summative assessment drives out formative assessment. Formative assessment has huge potential to transform our schools - we’re talking about doubling the speed of student learning - but if you actually had two separate systems, our experience is that the system designed to serve the formative function gets neglected and the summative one takes over and you forego the benefit. The other point I would make about integrated assessment systems is that some of the things, the purposes we might have for assessment, are related to the way that different purposes reinforce each other. For example, you could get accurate information on national standards through low-stakes light sampling that was used by the Assessment of Performance Unit (APU), but such low-stakes assessment would not be able to drive curriculum change, which is another aim of assessment.

I want to close I think by saying that, one of the things I’ve learned is that while there is much we can learn from other countries, we must be very careful about what I call ‘policy tourism’. Every assessment system that I have studied makes no sense at all from the outside. When one looks at what the Americans do, one’s natural reaction is, “How does that work? That’s such a stupid system. How can they possibly believe that?” However, once you get inside the system you see that it’s actually internally coherent and designed to take advantage of the kinds of resources that are available within the systems already in place. For example, some years ago, I attended a seminar designed to help developing countries with the design of large-scale assessment systems. Some of those present were advocating assessments based on a branch of statistics called Item Response Theory, which is very complicated and highly technical. The problem is that the world only produces about 20 people a year who can do this, almost all of whom are snapped up to work in the United States. It would probably therefore be a very bad idea for a developing country to design an assessment system around Item Response Theory because they would not be able to retain the kind of people that would be necessary to deliver this kind of system.

Our assessment policies and our understanding about what is fit for purpose are driven by a number of factors, which vary markedly from country to country. Here are some examples:

beliefs about what constitutes learning;

beliefs in the reliability of the results of various tools;

preference and trust in numerical data with a bias towards a single number;

whether you trust the judgements of teachers;

belief in the value of competition between students, and between schools;

belief that tests measure school effectiveness;

fear of national economic decline and education’s role in this; and

whether you think that top down management is the answer to improving schools.

That is why I think there is no perfect assessment system anywhere. Each nation’s assessment system is exquisitely tuned to local constraints and affordances. Assessment practices have impacts on teaching and learning which may be strongly amplified or attenuated by the local context. So the overall impact of particular assessment practices and initiatives is determined at least by as much by culture and politics, as it is by educational evidence and values. That’s why I claim that it’s probably idle to draw up maps for the ideal assessment policy for a country, even although the principles and the evidence to support such an ideal might be agreed by ‘experts’ in the community. Instead we have to focus those arguments and initiatives which are least offensive to existing assumptions and beliefs and which will nevertheless serve to catalyse a shift in them, while at the same time improving some aspects of present practice.

Questions

Kristin Maguire (South Carolina in the United States): I wondered what kind of connection you see between the first curve that you showed about how it takes three years or four years for a new test form to come in and then all of a sudden the kids are improving again, and then things get flat and so we go back to the other one, and wow we’re down low again and now things get flat; how much timing or interval, corresponding with political cycles, causes tests to be needlessly thrown out when they finally get to the useful place, where you could find out if you really are making gains with children.

Dylan Wiliam: In America, the average tenure in office of a district superintendent of schools is now 2.7 years, and so, not surprisingly, these people are in a hurry to make a difference. What we see is people grabbing the policy levers that are easy to pull so that they are seen to be doing something, rather than getting to the fundamental issue, which is about what happens in classrooms and the learning that students are engaged in there. One of the fundamental problems we have in education - it’s not quite so severe in the UK as it is in the US, but it’s not, by no means trivial - is that educational transformational cycles are longer than political cycles. The effect of this test switching in the United States resulted in something called the Lake Wobegon Effect, it was named after the fictional town created by Garrison Keillor where all the women are strong and all the men are good looking and all the children are above average. In the early 1990s, every single state in the United States posted a test score for the whole state that was above average. What had happened was each state had got really good at a particular test and the tests had not been re-normed. So, if we accept that the genie is out of the bottle, we have to have tests worth teaching to because teaching to the test will take place. The ‘Lake Wobegon’ I just mentioned is only possible if it is possible to narrow the curriculum and still raise students’ test scores. So that’s why we need to have assessment that is both distributed and synoptic assessment. That way, the teacher’s only incentive will be to teach everybody in the class everything, which is exactly what we want.

Nick Bardoe (CMO, Promethean): I was just wondering whether Dylan could follow-up on the question about the QCA split between the regulator and the curriculum and what impact he thinks that will have.

Thinking about the QCA split I’m reminded of the historian’s answer about who won the Wars of the Roses: It’s too soon to tell. It's certainly too soon to tell about the QCA split. It seems to me that there are some really fundamental issues there about what kind of regulatory body you have. Do you have this body signing off on test results before we release them to students? I think not; the delays in reporting would be politically unacceptable. But a post-hoc regulatory body has very different kinds of problems. Do you go back to students in December and say, “You know that B you got in Physics in August? It should have been a C.” So there are a whole range of technical details that, if we get them wrong, could be a disaster and if we get them right, could be magic. I support the principle of splitting curriculum and the regulation of tests and examinations, but I think that there are some extraordinarily complex technical issues to be sorted out.
Louise Bernicoff-Nan (California, United States). You mentioned item response theory and the lack of professionals who understand that theory and can apply it. I would be interested in your view of the future of computer adaptive assessment, where the computer adapts the assessment to the level of the student.

Dylan Wiliam: The company I used to work for, Educational Testing Services, nearly went bankrupt investing in computer based testing. I would echo Heinz Wolff’s quote, “The future is further away than you think”. Computer-based testing has been about to revolutionize testing for at least 25 years and it’s still about to revolutionize testing. The problem is that one of the things we know is that, when you test things on computer, you’re not testing the same construct as you’re testing when you’re testing on written based papers. So you can’t have the same test delivered for some students via paper and other students via computer because the construct has changed, and there are issues of access. In the long-term, we will have widespread computer based testing, but whether the tests are adaptive or not is much less clear. One of the things about tests constructed “on the fly”, is that you find certain items with nice properties get used an awful lot. The problem with this is that in high-stakes settings, people try to memorize items so that they can tell others about them, and if an item is picked many times, then the risk of that item being available, for example on the internet, is increased. There are places where computer-based testing is widespread, such as the New Jersey driver’s test where you have to answer correctly 24 items out of 30. The software selects items at random, and as soon as you get 24 correct, or 7 incorrect, it shuts down, since it has determined your result. These kinds of tests are here to stay, but it will be a long time before the more complex adaptive testing is in widespread use.

Figure 1: Effects of district testing over time
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